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ABSTRACT 

Until recently it has not been clear whether Markov based models could be used to 
model bursty traffic. It has been claimed that the large number of states needed to model 
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the traffic makes Markov models inapplicable for all practical purposes. This has 
initiated the search for other models that might be more suitable for modeling bursty 
traffic such as Fractional Gaussian Noise (FGN), Fractional Brownian Motion (FBM), 
Fractional Autoregressive Integrating Moving Average (F-ARIMA). For these models, 
however, the analytical tools for analyzing queuing behavior do not exist. However, 
they may be used in simulation.  

The ON-OFF source model is the most popular model for voice. It was used to 
model video traffic based on the minsources approach by Maglaris. Anick, Mitra and 
Sondhi used the ON-OFF sources to analyze bursty traffic. The ON-OFF source model 
is tractable for analysis when the transitions from the ON state to OFF state and from 
OFF state to ON state are exponentially distributed. 

In this paper, we will use classes of heterogeneous ON-OFF sources to model 
video data. This model is based on matching the total covariance of the heterogeneous 
sources to the real data. The covariance of the heterogeneous sources is composed of 
different exponential functions, while in the homogenous case it is just one exponential. 
The model is very attractive, because as we will see for a small number of ON-OFF 
sources it is possible to get good results for the covariance and Index of Dispersion for 
Count (IDC). Moreover, the small number of parameters makes the analysis in finding 
the covariance and the parameters of the sources simple. 

The model we developed is different from that of Andersen, et. al. We used the 
Feldmann algorithm for approximating a long-tail covariance function by a finite 
mixture of exponentials. However, Feldman, et. al., used the algorithm to fit probability 
distribution. Our model is simpler than Anderson’s model. The matching of the 
covariance and for the real data to the traffic generated using the model is quite good.  

 
KEYWORDS: Markov Chains; Probabilistic Models; ON-OFF source models; Bursty 

traffic 
 
1. THE MATHEMATICAL MODEL  

In this section we consider independent classes of ON-OFF sources, let Ni (i= 1, 2, 
….. m) denote the number of sources in class i to model long-range dependence traffic 
such as video [1,3 and 11]. Within a class the sources are identical and independent. In 
this model, for the ith class, packets are generated during talk spurts which are the ON 
state, and no packets are generated during the OFF state. The times spent in the ON and 
OFF states are exponentially distributed with means 1/βi and 1/αi , i= 1, 2, ….. m, 
respectively. When the source is in the ON state it generates data at rate of Ri , i= 1, 2, 
….. m. 

The Asynchronous Transfer Mode (ATM) multiplexer consists of a server 
transmitting cells at a specified line rate and a buffer whose size is determined by the 
delay constraints on cell transmission. Cells arrive at the multiplexer from a number Ni 
(i= 1, 2,… m )  of sources. See Figure (1).  

The basic idea of the 3-class model is that there are three time frames for 
transitions: short term, medium term and long term, respectively. The transition rates 
are such that α1>> α2 …….>>  αm and β1 >> β2 .......>> βm, where for our model we 
have m = 3, so that the shorter the time frame, the more rapid the transition. For 
example, in the case of three level Markov chain the possible transitions are illustrated 
in Figure (2). From each state there are three possible transitions: from state 1 there is a 
short term transition that will take us to state 2 given by α1 a medium term transition to 
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state 3 given by α2 and finally a long term transition that will take us to state 5 given by 
α3. The most likely transition is to state 2. As shown in Figure (2), the three level two 
state models are complicated.  

Using the state transition diagram, the 3 level Markov chain shown in Figure (2) 
can be mapped into the simple three independent ON-OFF sources model shown in 
Figure (3). This can be verified by finding out the infinitesimal generator matrix from 
Figure (2) and that from Figure (3). 

 

 
Figure 1: m-class ON-OF source mode 

 
 

 
Figure 2: Three level Markov Chain 
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Figure 3: Three independent ON-OFF sources 

 
Let [n1 n2 … ni…nm ; u] be the state with ni source in class i ON and the buffer 

content does not exceed u and )(........21
up

mi nnnn be its equilibrium probability. Packets are 
served at a rate of C packets per time unit. We utilize the fluid flow approximation 
[2,15], which has shown much promise in the analysis of ATM networks. Similarly to 
[2] we have the following: 
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We express Equation (1) in the following familiar matrix form, 
 

( ) ( )dp uD p u M
du

=               (2) 

where D is an (N1+ 1)×....× (Nm+ 1) diagonal matrix, M is (N1+ 1)×....× (Nm+ 1) 
infinitesimal generator matrix and p(u) is a vector equal [ )(0......00 up ........., )(........21

up
mnnn ]. 

In the next section, we introduce the covariance function of Equation (2), which 
will be used to derive the parameters that characterize the independent m class ON-OFF 
sources. That is, the parameters determination is based on second order statistics.  

 
2. MODEL PARAMETER DETERMINATION 

Our work is based on finding the total covariance of the independent m classes N1, 
N2, ....,Nm  heterogeneous ON-OFF source model. Then by matching to the real data we 
find out the parameters that characterize the ON-OFF sources by adapting the Feldman 
algorithm to the fitting of the covariance [4]. We may view this algorithm as analogous 
to Gram-Schmidth orthogonalization over the time axis. The goal is to approximating a 
long-tail covariance distribution by a finite mixture of exponentials over shorter time 
scales. That is, we approximate a non-exponential function with a sum of exponential 
terms that we can easily deal with. The quality of the approximation is based on 
goodness of fit of the approximation by comparing the covariance function of the model 
with that of the data. 
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The covariance CO of the number of packets of a long-tail process as a function of 
the lag k and the Hurst parameter H [3, 9 and 10] behaves asymptotically as: 

2 2( ) ~ HCO k k −               (3) 
The covariance function given by Equation (3) decays hyperbolically (obeying some 
power law) as the lag k increases rather than exponentially, where k is the lag and H is 
the Hurst parameter.  
The covariance COV (τ) of independent m class ON-OFF sources described by Equation 
(2) is simply given by:  

2 ( )
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21 ( )

m Ri i iCOV eNi ii
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− +
= ∑
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          (4) 

Applying the additivity property to Equation (4), we find for the mean μ, 
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and for the variance Var, 
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Substitute Equation (7) and Equation (8) into Equation (4) and assume that frames 

are generated at rate of f frames /sec: 
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Equation (9) is a finite mixture of exponentials that approximate the long-tail 

distribution function given by Equation (3). The idea is to approximate Equation (3) by 
Equation (9), because performance models with component long-tail distributions tend 
to be difficult to analyze. 

As can be seen from Equation (9) we have 2m unknowns and therefore we need 
2m Equations to find them. Since the covariance is composed of exponential 
components λ1, λ2, ...., λm, and m arguments K1, K2, ....Km, we match at the quantiles: 0 
< c1 < c2 < ..... < cm , which represent how many classes that we have. For example, for 
two classes we have two quantiles c1 ,c2 and for three classes we have three quantiles c1 
,c2 ,c3 and so on. In order to solve 2m Equations to find the 2m unknowns, let b be a 
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scaling factor such that  1 <  b  < (ci + 1) /ci  for all i ;  e.g., we could have b=4, ci =10 (i-

1) c1 for . 2 ≤ i ≤ m. 
12

3

1

2 ....
−

==
m

m

c
c

c
c

c
c

. See Figure (4) for the three source case. 

 
Figure 4: Illustration of how to choose the quantiles c1 ,c2 ,c3 and the 

scaling factor b (c1 =1,c2 =10,c3 =100,b=4) 
 

Given the real data and using the technique in [4] we can obtain the exponential 
components λ1, λ2, ...., λm and the arguments K1, K2, ....Km  in reverse order by finding 
first λm and Km and then λm-1 and Km-1 so on until we find λ1 and K1. From Equation (7) 
λ1>> λ2 >> …. >>λm. Therefore, at the quantiles cm and bcm, only the terms of the 
covariance that have argument λm count and those terms of covariance that have 
arguments λm-1, λm-2, ...., λ1 are negligibly small. Therefore, 
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From Equations (10) and (11), we find the two unknowns λm and Km. 
Now we proceed to find the other two unknowns λm-1 and Km-1 at the quantiles cm-1 and 
bcm-1. In this case only the terms of the covariance that have argument λm-1 and λm count 
and the terms of the covariance that have arguments λm-2, λm-3, ...., λ1 are negligibly 
small. 
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where λm and Km.are already known from Equations (10) and (11). 
Given λm, Km. λm-1 and Km-1 we find the next two unknowns λm-2 and Km-2 at the quantiles 
cm-2 and bcm-2 , 
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and so on until we end up with the last two unknowns λ1 and K1. 
The final step is to find the parameters that characterize the ON-OFF sources i.e, 

α1, β1, R1; α2, β2, R2; .....; αm, βm, Rm. We have a system of 3m (where m  is the number 
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of classes and the factor 3 comes from the fact that each source has 3 parameters to be 
determined) parameters to be calculated, however we have in hand only 2m known 
factors (λ1, k1; λ2,, k2;......; λm, km ). The basic property of our model is given in section 1, 
where the transitions rates are assumed to be such that α1>> α2 …….>>  αm and β1 >> 
β2 .......>> βm, (already from 7, we have λ1>> λ2 >> ….>>λm.). We use this assumption 
in such a way that we have fewer unknowns to evaluate 
Let    ( 1)

1
,10

i

iα α
− −

=          i=2,…………..m 
From (8) we find Ri in terms of Ki, αi and βi, 
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2
i

i
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k
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Substitute for Ri, βi (βi = λi – αi ) in equation (5) we have, after some manipulation, the 
following, 
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iα α− −= , equation (17) can be written in the following form: 
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The number of sources N1, N2, ..,Nm  is given in advance. Also, we know the values of 
λ1, λ2, .., λm, K1, K2, ...Km from matching to the data, and also we know μthe estimated 
mean value of the real data. Therefore, the non-linear Equation (18), which is a function 
of only one unknown parameter α1, can be solved numerically. Knowing the parameters 
α1β1, R1;α2, β2, R2 ;.. ; αm , Βm , Rm can be obtained very easily using Equations (7) and 
(8). 
 
3. NUMERICAL RESULTS 

The model can be applied to any number of classes and any number of sources 
per class. However, as the number of sources increases the solution of Equation (18) 
becomes more difficult. Because of this, we apply the model to the three classes and one 
source per class. Using the video data available in [7,8], we calculate the covariance 
function for the real data and apply the procedure presented in section 2 to find the 
parameters for the heterogeneous ON-OFF source model. These three heterogeneous 
ON-OFF source models are used to generate video traces in Optimization Network 
(OPNET) program. We generate almost the same number of real video data frames of 
approximately 50,000 frames for video-conferencing, video-phone, TV series and 
Movie video sequences. From the real traffic we find the covariance function, and IDC 
[5] and compare them with that of the generated traffic. Also, as a reference, we 
calculate covariance, IDC based on the Maglaris model with 20 minisources [11]. 

The values of the parameters depends on the quantiles ci’s, the scaling factor b 
and the number of frames over which the matching is going to be done. As the number 
of quantiles, the scaling factor and the number of frames over which the matching is 
going to be done increases the accuracy will be increased. However, this is not always 
possible since increasing the number of quantiles means increasing the number of 
classes (for the three class model, three quantiles are needed), which makes the solution 
of Equation (18) more difficult. 
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Tables (1-8) show, respectively, the estimated parameters αi ,βi ,Ri for two and 
three class single ON-OFF sources needed to model the video-conferencing, video-
phone, TV series, and Movie data are available in [7]. They also show the estimated 
exponential components λ’s and the arguments ki’s. Given the parameters αi’s, βi’s, and 
Ri’s for ON-OFF sources for the Variable Bit Rate (VBR) video traffic traces, a replica 
of the traffic is generated using OPNET. From the real traffic we find out the covariance 
function, IDC and compare them with that of the generated traffic. We also plot the 
covariance based on Equation (9). 

 
Table 1: Parameters for the two class single ON-OFF sources matched to the video-

conferencing trace over 768 frames with C1=1,    C2=192   and b=4 
Parameter λ k α β R 
Source1  0.588 5034.2 0.348 0.24 144.43 
Source2 0.046 620.78 0.0348 0.011 58.68 

 
Table 2: Parameters for the three class single ON-OFF sources matched to the video-

conferencing trace over 768 frames with C1=1,    C2=16, C3=256  and b=3 
Parameter λ k α β R 

Source1  2.156 401.69 1.79 0.36 53.81 

Source2 0.39 4815.4 0.179 0.22 139.38 

Source3 0.03 429.1 0.0179 0.016 41.55 

 
Table 3: Parameters for the two class single ON-OFF sources matched to the video-phone 

trace over 768 frames with C1=1,    C2=192,  and b=4 
Parameter λ k α β R 
Source1  0.94 9346.0 0.494 0.445 193.599 
Source2 0.08 2485.7 0.0494 0.026 104.953 

 
Table 4: Parameters for the three class single ON-OFF sources matched to the video-

phone trace over 768 frames with C1=1,    C2=16, C3=256  and b=3 
Parameter λ k α β R 

Source1  2.53 1883.4 1.75 0.779 94.035 

Source2 0.42 8883.4 0.175 0.24 190.832 

Source3 0.05 1042.6 0.0175 0.029 66.702 

 
Table 5: Parameters for the two class single ON-OFF sources matched to the TV series 

video trace over 768 frames with C1=1,    C2=192,  and b=4 
Parameter λ k α β R 
Source1  3.033 746110.0 0.305 2.99 2980.9 
Source2 0.031 700350.0 0.030 0.0008 5199.0 
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Table 6: Parameters for the three class single ON-OFF sources matched to the TV series 
video trace over 768 frames with C1=1,    C2=16, C3=256  and b=3 

Parameter λ k α β R 

Source1  16.47 461150.0 2.63 13.84 1853.4 

Source2 0.408 505950.0 0.263 0.1451 1486.0 

Source3 0.027 617570.0 0.0264 0.00097 4233.4 

 
Table 7: Parameters for the two class single ON-OFF sources matched to the Movie video 

trace over 768 frames with C1=1,    C2=192,  and b=4 
Parameter λ k α β R 
Source1  2.8733 817700.0 0.08099 2.7923 5463.4 
Source2 0.083 830860.0 0.008099 0.000201 5937.7 

 
Table 8: Parameters for the three class single ON-OFF sources matched to the Movie 

video trace over 768 frames with C1=1,    C2=16, C3=256  and b=3 
Parameter λ k α β R 

Source1  21.53 469380.0 0.60 20.93 4147.2 

Source2 0.46 592920.0 0.060 0.40 2282.9 

Source3 0.006 779260.0 0.0060 0.00015 5674.0 

 
As a reference, we compare the statistical measures such as covariance, IDC, of 

the real video data and the generated video traffic based on heterogeneous ON-OFF 
source model with that of the generated traffic based on Maglaris model. To do that we 
need to find the parameters that characterize the Maglaris model. Using Equations (8), 
(9),(10) and (11) in the paper of Maglaris [11] we calculated the parameters of the 
Maglaris model for the four video traces. These are shown in Table (9) below. 

 
Table 9: Maglaris model parameters for VBR traces, video-conferencing, video-phone, TV 

series, and Movie. Each video source is characterized by 20 minisources. 
Parameter α β R 

Video-conferencing  0.05 0.3 39 

Video-phone 0.04 0.3 75.81 

TV series 0.07 0.06 520.41 

Movie 0.05 0.05 559.59 

 
3.1 Covariance and IDC 

In this section we consider the matching of the covariance and the IDC of the 
generated traffic to the real data using heterogeneous sources. As a reference, we have 
generated traffic based on the Maglaris model of 20 minisources [11]. We compare the 
accuracy of our model with that based on the Maglaris model. Also, we consider the 
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effect of increasing the number of ON-OFF heterogeneous sources to the accuracy of 
the matching. Given the exponential components λi’s and the arguments ki’s of the 
heterogeneous ON-OFF source model, we see how well the covariance represented by 
Equation (9) matches the covariance of the real data and that based on the Maglaris 
model. 

The covariances of the real video-conferencing and the generated 3 and 2 class 
single ON-OFF sources are shown in Figure (5). We also plot the covariance based on 
Magalris model of 20 minisources. In Figure (6), we plot the covariance of real video-
conferencing and that based on the formula given by Equation (9) of our work and that 
given by Maglaris of one exponential term, which is given by Equation (5) in [11]. We 
do the same for video-phone data which, are shown in Figure (7) and Figure (8), 
respectively. As expected, the accuracy increases as the number of classes increases. 
Moreover, in comparison with the Maglaris model, the matching based on the 3 class 
single ON-OFF source is shown to be better. For both video teleconferencing data, the 
match to the traces based on the generated traffic and that using formula (9) is quite 
good over a large number of lags. 

 
 

Figure 5: Covariances functions of real video-conferencing data compared with that of 
Maglaris and generated 3 and 2 class heterogeneous source model, each class 
has 1 ON-OFF source. 

 
 
 

Figure 6: Covariance functions of real video-conferencing data, and using formula (9) for 
3 and 2 class heterogeneous source model, each class has 1 ON-OFF source 
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Figure 7: Covariances of real video-phone data compared with that of Maglaris, and 
generated 3 and 2 class heterogeneous source model, each class has 1 ON-OFF 
source. 

 

 
 

Figure 8: Comparison of the covariances of real video-phone data,and using formula (9) 
for 3 and 2 class heterogeneous source model,each class has 1 ON-OFF source. 

 
The covariances for the highly correlated traffic real TV series and Movie and that 

of the 3 and 2 class single ON-OFF sources are shown in Figure (9) and Figure (11), 
respectively. Also in the figures we plot the covariance based on Maglaris model. The 
results shows that our model has better matching of the covariances than that based on 
Maglaris model. However, the matching for this kind of entertainment traffic is less 
accurate than that for the teleconferencing traffic shown in Figure (5) and Figure (7). 
This due to the high value of H. 

In Figure (10) and Figure (12), we plot the covariance of real sequences TV 
series and Movie, respectively, and that based on the formula given by Equation (9) and 
that given by Maglaris of one exponential term, which is given by  Equation (5) of [11]. 
The matching for both sequences and that based on formula (9) is reasonable. The 
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matching of the Maglaris covariance given by Equation (5) in [11] and the two real 
sequences TV series and Movie is reasonable when the lag is not large. As the lag 
increases the deviation of the covariance of the real data from that of the covariances 
given by formula (9) and that given by  Maglaris of one exponential term given by 
Equation (5) in [11] becomes clear. 

 

 
 

Figure 9: Covariances of real TV series data compared with that of Maglaris, and generated 3 
class heterogeneous source model, each class has 1 ON-OFF source 

 
 

 
 

Figure 10: Comparison of the covariances of real TV series data, and using formula (9) for 3 
and 2 class heterogeneous source model, each class has 1 ON-OFF source. 
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Figure 11: Covariances of real Movie data compared with that of  Maglaris, and generated 3 
and 2 class heterogeneous source model, each class has 1 ON-OFF source 

 

 
 
 

Figure 12: Comparison of the covariances of real Movie data, and using formula (9) for 3 
and 2 class heterogeneous source model, each class has 1 ON-OFF source. 

 
The other part of matching the heterogeneous sources to the real data is the IDC. 

As shown in Figure (13) and Figure (14), respectively, the IDC of the synthetic video-
conferencing and video-phone traffic matches the IDC of the real data. As for the 
covariance, increasing the number of heterogeneous sources from 2 to 3 will increase 
the accuracy of the matching. We also show the IDC based on the Maglaris model. 
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Figure 13: IDC of real video-conferencing data compared with that of Maglaris and 
generated 3 and 2class heterogeneous source model, each class has 1 ON-
OFF source. 

 

 
 

Figure 14: IDC of real video-phone data compared with that of Maglaris, and generated 3 
and 2 class heterogeneous source model, each class has 1 ON-OFF source 

 
The IDC for the entertainment video data, TV series and Movie, are shown in 

Figure (15) and Figure (16), respectively. The figures show the results for real data, 
three heterogeneous ON-OFF source model, two heterogeneous ON-OFF source model 
and that of Maglaris model. As the number of heterogeneous ON-OFF sources 
increases, the accuracy of the matching becomes more accurate. Moreover, the 
matching for the three heterogeneous ON-OFF source model performs better than that 
of the Maglaris model. The worst performance is of the 2-class heterogeneous source 
model. The worst model is of the 2-class heterogeneous source model. 
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Figure 15: IDC of real TV series data compared with that of Maglaris, and generated 3 
and 2 class heterogeneous source model, each class has 1 ON-OFF source 

 
 

 
 

Figure 16: IDC of real Movie data compared with that of Maglaris, and generated 3 and 2 
class heterogeneous source model, each class has 1 ON-OFF source 

 
5. CONCLUSION  

We have proposed a model for characterizing correlated cell arrival of real bursty 
video data. Based on a second order statistical analysis, we have used heterogeneous 
ON-OFF source model to characterize the traffic. The model consists of m classes of 
ON-OFF sources. Although the ON-OFF periods are exponentially distributed and the 
number of sources is small, we have a good matching for the covariance and the IDC. It 
is clear from the results we obtained, as the number of classes and the number of ON-
OFF sources per class increases, the accuracy of the model will be increased especially 
for highly correlated traffic. However, increasing the number of classes and number of 
sources per class will result in analytical and computational complexities. 

Using just the 3-heterogeneous ON-OFF source model gives good results for 
matching the traffic characteristics indices and at the same time the analysis is simple.  
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